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Abstract. We investigate the dynamics of perturbations around inhomogeneous stationary states of the Vlasov equation corresponding to the Hamiltonian mean-field model. The inhomogeneous background induces a separatrix in the one-particle Hamiltonian system, and branch cuts generically appear in the analytic continuation of the dispersion relation in the complex frequency plane. We test the theory by direct comparisons with $N$-body simulations, using two families of distributions: inhomogeneous water-bags, and inhomogeneous thermal equilibria. In the water-bag case, which is not generic, no branch cut appears in the dispersion relation, whereas in the thermal equilibrium case, when looking for the root of the dispersion relation closest to the real axis, we have to consider several Riemann sheets. In both cases, we show that the roots of the continued dispersion relation give information that is useful for understanding the dynamics of a perturbation, although it is not complete.
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## 1. Introduction

The dynamical behavior and the relaxation to equilibrium of long-range interacting systems of particles still offer several open problems. It is possible to sketch the general theory as follows. The short time behavior, on the order of the dynamical timescale, is described by the Vlasov, or a Vlasov-like equation $[1,2]$. The system then settles into a quasi-stationary state (hereafter called QSS), which is a stationary solution of the Vlasov equation. On timescales diverging with the number of particles, the system evolves towards the thermodynamic equilibrium, following the analog of a Lenard–Balescu equation (for a recent review, see $[3]$). The open questions include for instance the selection of the QSS among the stationary states of the Vlasov equation; the possible selection of periodic solutions of the Vlasov equation instead of a QSS; the complete understanding of the timescales for relaxation to equilibrium, especially around inhomogeneous QSS and close to dynamical transitions. We may mention also the rigorous derivation of the Lenard–Balescu equation, which, in contrast to the Vlasov equation, does not have a mathematical foundation.

The stationary solutions of the Vlasov equation are homogeneous or inhomogeneous in space. The former case is often studied in plasma physics, and the latter is the rule in self-gravitating systems. In general, there is less understanding of the inhomogeneous
cases, even at the level of linear perturbations of the Vlasov stationary state, because of the much greater technical difficulties; see [4] for a recent preprint on the kinetic theory of the inhomogeneous systems. This linear understanding is an essential ingredient for deriving a Lenard–Balescu-like equation, (see [5] for a textbook reference in the plasma physics context; see [6] for computations around inhomogeneous stationary states) and also for characterizing possible undamped periodic solutions [7, 8].

The linearization around a homogeneous stationary state corresponds to the usual theory of Landau damping in plasma physics [9]. Technically, the equations are solved by using a Fourier transform in space and a Laplace transform in time. The equations for different Fourier modes decouple, and the computation results in the complex dielectric function \( \epsilon(k, \omega) \) for the \( k \)th Fourier mode. Because \( \epsilon(k, \omega) \) is defined in the upper half of the \( \omega \)-plane due to the convergence condition of the Laplace transform, one needs to analytically continue \( \epsilon(k, \omega) \) into the lower half of the \( \omega \)-plane to obtain the Landau frequency and damping rate.

Linearization around an inhomogeneous stationary state brings about additional technical difficulties. First, one needs to use angle–action variables, to simplify the particle dynamics; but now the equations for different Fourier modes in the angle variables do not decouple any longer; the analog of the dielectric function is now the determinant of an infinite matrix. We will from now on call this determinant a ‘dispersion function’; its roots yield the eigenmodes and Landau poles of the linearized equation under study. Linearization around inhomogeneous stationary states has been studied in the context of self-gravitating systems, and, despite the technical difficulties, the above procedure has been carried out entirely to study the instability of some galactic models [10]–[15] (this list is far from being exhaustive). We also mention here some studies devoted to the investigation of purely oscillatory modes in a one-dimensional self-gravitating system [16]–[18], since this system is closer to the toy model that we will use in this article.

However, studying the analog of Landau damping requires the analytic continuation part, and this is, in the words of Weinberg [14], a ‘daunting task’. This difficulty was bypassed in [14, 19] by fitting \( \epsilon(\omega) \) in the upper half of the \( \omega \)-plane with rational functions. These are the only articles that we are aware of where there is a quantitative study of gravitational Landau damping, with an explicit derivation of damping rates and frequencies; see however [20] for a discussion of Landau damping in the gravitational context. This may seem surprising, but the explanation probably lies in the dissuasive complexity of such computations.

There has been much more work on the linearization of the 2D Euler equation (or similar equations) around vortices or shear flows, in the context of 2D fluid dynamics or of magnetically confined non-neutral plasmas. The 2D Euler equation is a close parent of the Vlasov equation, but it has no kinetic variable. These works were in particular motivated by the understanding of the so-called diocotron instability of vortices, by the study of weakly damped ‘quasimodes’, and the asymptotic algebraic decay of perturbations; see for instance [21]–[30]; this list is definitely not exhaustive. Technically, in this case, different angular Fourier modes decouple, but the resulting radial equations are not exactly solvable, except in exceptional cases [22]. It has been recognized in this context that the dispersion function presents branch points, to which are attached branch cuts; these branch points are associated with the local maxima and minima of the rotation frequency \( \Omega(r) \) (which plays the same role as the frequency as a function of the action
Ω(J) in the Vlasov case), including the boundary points. These branch points make the analytical continuation procedure tricky (see for instance [27]), and are related to an algebraic asymptotic behavior of perturbations. We note that these branch points and branch cuts have, to our knowledge, not been seen in the self-gravitating case. It is possible that the studies of [14, 19] stayed far enough from the branch points that their influence was negligible.

In this paper, we study the linearization around inhomogeneous stationary states of a Vlasov equation, and study the analytical continuation of the dispersion function. We are interested in a case where Ω(J) is not monotonic, and presents a singularity due to a separatrix. Since we will use the 1D HMF model [31]–[33], which is a much simpler setting than a 3D self-gravitating system, we will be able to perform the analysis in more detail than in [14]; in particular, we will analytically continue the frequency Ω(J), and show the branch points and branch cuts of the dispersion function $\epsilon(\omega)$. Our findings are confronted with direct N-body numerical simulations.

2. Derivation of the ‘dispersion relation’ for a 1D Vlasov equation

For the sake of simplicity, we will use the attractive HMF model. It describes the motion of $N$ particles on a ring, interacting through a cosine potential. The position of particle $i$ is given by $\theta_i \in (-\pi, \pi]$; its conjugate momentum is $p_i$. The Hamiltonian is

$$H = \frac{1}{2} \sum_{i=1}^{N} p_i^2 - \frac{1}{2N} \sum_{i \neq j} \cos(\theta_i - \theta_j).$$  \hspace{1cm} (1)

It can be seen as a model retaining only the first harmonic of the 1D gravitational interaction. Despite the simplicity of the model, which is due to its 1D character and the smoothness of the interaction, this model retains many qualitative properties of more realistic long-range interacting systems. Because of this feature, it has been widely used in the last decade as a toy model to investigate various statistical and dynamical properties of long-range interactions [3].

The corresponding Vlasov equation for the one-particle distribution $f(\theta, p, t)$ is

$$\frac{\partial f}{\partial t} + p \frac{\partial f}{\partial \theta} - \frac{\partial \phi[f]}{\partial \theta} \frac{\partial f}{\partial p} = 0,$$

where $\phi[f](\theta, t)$ is the self-consistent potential

$$\phi[f](\theta, t) = -\int_{-\infty}^{\infty} dp' \int_{-\pi}^{\pi} d\theta' \cos(\theta - \theta') f(\theta', p', t).$$  \hspace{1cm} (3)

It is useful in the following to consider the magnetization

$$M = Me^{i\psi} = M_x + iM_y = \int_{-\infty}^{\infty} dp \int_{-\pi}^{\pi} d\theta \, f(\theta, p, t)e^{i\theta},$$

and the potential is written as

$$\phi[f](\theta, t) = -M \cos(\theta - \psi).$$  \hspace{1cm} (5)

If $f$ is homogeneous in space, that is $f$ only depends on the $p$ variable, then the self-consistent potential vanishes: $M = 0$. Without loss of generality, we will choose in the
following $\psi = 0$, so that the minimum of the self-consistent potential in the stationary state will be located in $\theta = 0$.

The Vlasov equation is rewritten as

$$\partial_t f + [f, h] = 0,$$

(6)

where $[u, v]$ is the Poisson bracket between $u$ and $v$, defined as

$$[u, v] = \frac{\partial u}{\partial \theta} \frac{\partial v}{\partial p} - \frac{\partial u}{\partial p} \frac{\partial v}{\partial \theta},$$

(7)

and

$$h[f](\theta, p, t) = \frac{p^2}{2} + \phi[f](\theta, t) = \frac{p^2}{2} - M_0 \cos \theta.$$ 

(8)

Let $f_0$ depend on $(\theta, p)$ only through $h[f_0]$; then $f_0(h[f_0](\theta, p))$ is a stationary solution of the Vlasov equation (6). In the homogeneous case, any function of the energy $p^2/2$ is a stationary solution; in the inhomogeneous case, a self-consistent equation for $\phi[f_0]$, or equivalently for the magnetization $M_0$, needs to be satisfied, where $M_0$ denotes the modulus of the magnetization of $f_0$.

We study a perturbation $f_1$ around such a stationary solution $f_0$. The function $f$ is hence expanded as

$$f = f_0 + f_1.$$ 

Substituting this expansion into the Vlasov equation (6) and neglecting higher order terms, $f_1$ satisfies the linearized Vlasov equation

$$\partial_t f_1 + [f_1, h_0] + [f_0, h_1] = 0,$$

(9)

where

$$h_0(\theta, p) = \frac{p^2}{2} + \phi[f_0](\theta) = \frac{p^2}{2} - M_0 \cos \theta$$

(10)

and

$$h_1(\theta, p, t) = \phi[f_1](\theta, t).$$

We define $\phi_1(\theta, t) = \phi[f_1](\theta, t)$. Note that $f_0$ is stationary and hence we omitted the argument $t$ of $h_0$ and of $\phi[f_0]$.

We derive the dispersion relation from the linearized Vlasov equation (9). The first step is to use angle–action variables $(w, J)$ instead of $(\theta, p)$ for the dynamics defined by the one-particle Hamiltonian (10). The angle–action variables are defined by using Legendre elliptic integrals. The elliptic integrals and the angle–action variables are introduced in appendices A and B respectively.

The action variable is defined by the area surrounded by a closed orbit; see (B.2). If the energy $h_0$ of the closed orbit is slightly smaller than the separatrix energy, which is $M_0$, then the orbit surrounds the shaded region of figure 1. On the other hand, if the energy is slightly larger than that of the separatrix, then the orbit only surrounds the upper (or lower) half of the shaded region. The area, and the value of action, is then divided by two. Because of this gap and of the symmetry between the upper and lower sides of the separatrix, the angle–action variables take the same values at three points shown in figure 1. The transformation $(\theta, p) \mapsto (w, J)$ is hence not injective.
Figure 1. $\mu$ space for the one-particle Hamiltonian system $h_0(\theta, p)$ (10). The three black points have the same values of angle–action variables, and hence we divide $\mu$ space into three parts: $U_1$, $U_2$ and $U_3$. The shaded region is $U_2$. Values of the angle variable $w_{\alpha}$ are reported for three orbits in the three domains.

To construct bijective transformations, we divide $\mu$ space into the following three parts, where we name as $\mu$ space the $(\theta, p)$ domain $\mu = (-\pi, \pi] \times \mathbb{R}$:

\begin{align}
U_1 &= \{ (\theta, p) | h_0(\theta, p) > M_0, p > 0 \}, \\
U_2 &= \{ (\theta, p) | -M_0 < h_0(\theta, p) < M_0 \}, \\
U_3 &= \{ (\theta, p) | h_0(\theta, p) > M_0, p < 0 \}. 
\end{align}

The domains $U_1$ and $U_3$ are outside of the separatrix and $U_2$ is inside. Thanks to the division of $\mu$ space, we can construct a bijective transformation on each of the $U_\alpha$ as

$$\varphi_\alpha : U_\alpha \rightarrow V_\alpha; \quad (\theta, p) \mapsto (w_{\alpha}, J_\alpha),$$

and there exist inverse transformations $\varphi_\alpha^{-1} : V_\alpha \rightarrow U_\alpha$. For explicit expressions for $V_\alpha$, $w_{\alpha}$ and $J_\alpha$ as functions of $M_0$ and of the old variables $\theta$ and $p$, see appendix B. Notice that the change of variables depends on the potential in the stationary state $\phi[f_0]$.

To obtain the dispersion relation, we need to compute integrals over $\mu$ space. Such an integral is written in the angle–action variables as follows: for a function $f$ on $\mu$ space, the integral is divided into the three parts according to the division of $\mu$ space as

$$\int \int_{\mu} f(\theta, p) \, d\theta \, dp = \sum_{\alpha=1}^{3} \int \int_{U_\alpha} f(\theta, p) \, d\theta \, dp. \quad (12)$$

In the domain $U_\alpha$, we can define the pull-back $f_\alpha$ of $f$ with respect to the inverse transformation $\varphi_\alpha^{-1}$ by

$$f_\alpha(w_{\alpha}, J_\alpha) = f(\varphi_\alpha^{-1}(w_{\alpha}, J_\alpha)), \quad (w_{\alpha}, J_\alpha) \in V_\alpha. \quad (13)$$

We remark that we can define the function $f_\alpha$ thanks to the existence of $\varphi_\alpha^{-1}$, and to the division of $\mu$ space accordingly. The integral over $\mu$ space is then written in the
angle–action variables as
\[
\int \int f(\theta, p) \, d\theta \, dp = \sum_{\alpha=1}^{3} \int \int_{V_{\alpha}} f_{\alpha}(w_{\alpha}, J_{\alpha}) \, dw_{\alpha} \, dJ_{\alpha},
\]
(14)
since the transformations \( \varphi_{\alpha} \) are canonical and \( d\theta \wedge dp = dw_{\alpha} \wedge dJ_{\alpha} \) holds.

We remark that the three domains \( U_{\alpha} \) do not cover the whole \( \mu \)-space, since
\[
\mu = \bigcup_{\alpha=1}^{3} U_{\alpha} \cup \{(0,0)\} \cup \{\text{separatrix}\}
\]
(15)
However, this will not create any difficulty in the derivation of the dispersion relation, because what we need are integrals over \( \mu \), and the difference between \( \mu \) and \( \bigcup_{\alpha} U_{\alpha} \) is of zero measure.

The Vlasov equation (6), and the linearized Vlasov equation (9), are invariant under the canonical transformations \( \varphi_{\alpha} \), and the latter is written in \( V_{\alpha} \) as
\[
\frac{\partial}{\partial t} f_{1,\alpha} + \sum_{\alpha} [f_{1,\alpha}, h_{0,\alpha} + f_{0,\alpha}, h_{1,\alpha}] = 0,
\]
where the Poisson bracket is now written in terms of the new variables
\[
[u_{\alpha}, v_{\alpha}] = \frac{\partial u_{\alpha}}{\partial w_{\alpha}} \frac{\partial v_{\alpha}}{\partial J_{\alpha}} - \frac{\partial u_{\alpha}}{\partial J_{\alpha}} \frac{\partial v_{\alpha}}{\partial w_{\alpha}}
\]
(17)
Using the facts that \( h_{0,\alpha} \) and \( f_{0,\alpha} \) depend only on \( J_{\alpha} \), and defining the rotation frequency
\[
\Omega_{\alpha}(J_{\alpha}) = \frac{dh_{0,\alpha}(J_{\alpha})}{dJ_{\alpha}}
\]
(18)
the linearized Vlasov equation (16) becomes
\[
\frac{\partial f_{1,\alpha}}{\partial t} + \Omega_{\alpha} \frac{\partial f_{1,\alpha}}{\partial w_{\alpha}} - \frac{\partial f_{0,\alpha}}{\partial J_{\alpha}} \frac{\partial \phi_{1,\alpha}}{\partial w_{\alpha}} = 0.
\]
(19)
The rotation frequencies \( \Omega_{\alpha} \) are plotted in figure 2. \( \Omega_{2} \) takes its maximum value at the bottom of the potential well \( J_{2} = 0 \), and decreases to 0 with a singularity at the separatrix (see equation (B.9)). \( \Omega_{1} = \Omega_{3} \), and they increase from 0 at the separatrix, where they are also singular, to \(+\infty\) (see equation (B.9)). In the large \( J \) limit, the potential well is negligible and the \( \Omega_{\alpha}(J_{\alpha}) \) relation is almost linear.

To derive the dispersion relation from (19), we define the Fourier–Laplace transform \( \hat{u}(m, J, \omega) \) of a function \( u(w, J, t) \) as
\[
\hat{u}(m, J, \omega) = \int_{-\pi}^{\pi} dw \, e^{-im\omega} \int_{0}^{+\infty} dt \, e^{i\omega t} u(w, J, t)
\]
(20)
where \( m \) is an integer and \( \text{Im}(\omega) \) large enough to ensure convergence. The integration interval with respect to \( w \) must be shifted to \((-\pi/2, 3\pi/2] \) in \( V_{2} \). The inverse transform is then
\[
u(w, J, t) = \frac{1}{(2\pi)^2} \sum_{m=-\infty}^{\infty} \int_{\Gamma} d\omega \, \hat{u}(m, J, \omega) e^{-i\omega t} e^{im\omega}
\]
(21)
where \( \Gamma \) is a Bromwich contour running from \(-\infty + i\sigma \) to \(+\infty + i\sigma \), and the real value \( \sigma \) is larger than the imaginary part of any singularity of \( \hat{u}(m, J, \omega) \) in the complex \( \omega \)-plane.
doi:10.1088/1742-5468/2010/08/P08002
Figure 2. Frequencies $\Omega_\alpha$ as functions of $J_\alpha$ for $M_0 = 0.2$, and $\omega_0 = \lim_{J_\alpha \to 0} \Omega_3(J_2) = \sqrt{M_0} = 0.447 \ldots$ accordingly. The two vertical lines mark the values of actions corresponding to the separatrix, which are $J_1 = J_3 = 4\omega_0/\pi$ and $J_2 = 8\omega_0/\pi$.

We perform a Fourier–Laplace transform on equation (19). This yields, after simple algebraic manipulations,

$$\hat{f}_{1,\alpha}(m, J_\alpha, \omega) = \frac{mf'_{\theta_0,\alpha}(J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \hat{\phi}_{1,\alpha}(m, J_\alpha, \omega) + \frac{g_\alpha(m, J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \Omega_\alpha$$

where $g_\alpha(m, J_\alpha) = -if_{1,\alpha}^{F}(m, J_\alpha, 0)$ and $f_{1,\alpha}^{F}(m, J_\alpha, 0)$ is the Fourier transform with respect to $w_\alpha$ of $f_{1,\alpha}(w_\alpha, J_\alpha, 0)$, the initial value of the perturbation.

We need to introduce this last equation (22) into the definition of the perturbation potential $\hat{\phi}_{1,\alpha}$ for self-consistency. This task is complicated by the fact that $f_{1,\alpha}$ is naturally expanded in a Fourier series in the angle variable $w_\alpha$, whereas $\hat{\phi}_{1,\alpha}$ is naturally expanded in a Fourier series in the original spatial variable $\theta$. As a consequence, the equations for different Fourier modes do not decouple, at variance with what happens in the usual homogeneous case. Then, for the perturbation potential, we have

$$\hat{\phi}_{1,\alpha}(m, J_\alpha, \omega) = \int_{-\pi}^{\pi} dw_\alpha e^{-imw_\alpha} \int_0^{+\infty} dt e^{i\omega t} \hat{\phi}_{1,\alpha}(\theta, t) = -\int_{-\pi}^{\pi} dw_\alpha \cos \theta e^{-imw_\alpha}$$

$$\times \frac{1}{2\pi} \sum_{m'} \sum_{J'_{\alpha'}} \int_{V_{\alpha'}} \cos \theta'_{\alpha'} e^{im'w'_{\alpha'}} \hat{f}_{1,\alpha'}(m', J'_{\alpha'}, \omega) \, dw'_{\alpha'} \, dJ'_{\alpha'}$$

$$- \int_{-\pi}^{\pi} dw_\alpha \sin \theta e^{-imw_\alpha} \frac{1}{2\pi} \sum_{m'} \sum_{J'_{\alpha'}} \int_{V_{\alpha'}} \sin \theta'_{\alpha'} e^{im'w'_{\alpha'}} \hat{f}_{1,\alpha'}(m', J'_{\alpha'}, \omega)$$

$$\times dw'_{\alpha'} \, dJ'_{\alpha'},$$

where $\theta_\alpha$ is the first element of the mapping $\varphi^{-1}_{\alpha}(w_\alpha, J_\alpha) = (\theta_\alpha(w_\alpha, J_\alpha), J_\alpha(w_\alpha, J_\alpha))$. In the course of computations we have used the equality (14).
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We define

\[ c_{m,a}(J_\alpha) = \int_{-\pi}^{\pi} \cos \theta_a e^{im\omega_a} \, dw_a \quad \quad s_{m,a}(J_\alpha) = \int_{-\pi}^{\pi} \sin \theta_a e^{im\omega_a} \, dw_a \]  

(24)

and

\[ \Sigma_C(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int_{V_\alpha} \cos \theta_a e^{im\omega_a} \, \hat{f}_{1,a}(m, J_\alpha, \omega) \, dw_a \, dJ_\alpha \]

\[ \Sigma_S(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int_{V_\alpha} \sin \theta_a e^{im\omega_a} \, \hat{f}_{1,a}(m, J_\alpha, \omega) \, dw_a \, dJ_\alpha \]  

(25)

If we call \( M_1(t) = M_{1,x}(t) + iM_{1,y}(t) \) the perturbation in magnetization, then \( \Sigma_C(\omega) \) and \( \Sigma_S(\omega) \) are nothing but the Laplace transforms of \( M_{1,x}(t) \) and \( M_{1,y}(t) \) respectively. The Fourier–Laplace component \( \hat{\phi}_{1,a}(m, J_\alpha, \omega) \) is written as

\[ \hat{\phi}_{1,a}(m, J_\alpha, \omega) = [-[\bar{c}_{m,a}(J_\alpha) \Sigma_C(\omega) + \bar{s}_{m,a}(J_\alpha) \Sigma_S(\omega)]] \]

(26)

where \( \bar{c}_{m,a} \) and \( \bar{s}_{m,a} \) are the complex conjugates of \( c_{m,a} \) and \( s_{m,a} \) respectively. Substituting \( \hat{\phi}_{1,a}(m, J_\alpha, \omega) \) into equation (22), \( \hat{f}_{1,a}(m, J_\alpha, \omega) \) is

\[ \hat{f}_{1,a}(m, J_\alpha, \omega) = -\frac{m f_{0,a}'(J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \bar{c}_{m,a}(J_\alpha) \Sigma_C(\omega) + \bar{s}_{m,a}(J_\alpha) \Sigma_S(\omega) + \frac{g_{a}(m, J_\alpha)}{m \Omega_a(J_\alpha) - \omega}. \]

(27)

We now multiply equation (27) by \( \cos \theta_a e^{im\omega_a} \) or \( \sin \theta_a e^{im\omega_a} \), integrate over \( V_\alpha \), sum over \( \alpha \) and \( m \), and divide by \( 2\pi \). This yields two equations:

\[ \Sigma_C(\omega) = -\frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{m f_{0,a}'(J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \bar{c}_{m,a}(J_\alpha) \cos \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha \Sigma_C(\omega) \]

\[ \quad - \frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{m f_{0,a}'(J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \bar{s}_{m,a}(J_\alpha) \cos \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha \Sigma_S(\omega) \]

\[ \quad + \frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{g_{a}(m, J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \cos \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha \]  

\[ \Sigma_S(\omega) = -\frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{m f_{0,a}'(J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \bar{c}_{m,a}(J_\alpha) \sin \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha \Sigma_C(\omega) \]

\[ \quad - \frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{m f_{0,a}'(J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \bar{s}_{m,a}(J_\alpha) \sin \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha \Sigma_S(\omega) \]

\[ \quad + \frac{1}{2\pi} \sum_{m} \sum_\alpha \int \int_{V_\alpha} \frac{g_{a}(m, J_\alpha)}{m \Omega_a(J_\alpha) - \omega} \sin \theta_a e^{im\omega_a} \, dw_a \, dJ_\alpha. \]  

(28)
Hence the perturbation’s potential is
\[ F \]
and the time evolution of \( \phi_1 \) is given by the inverse Fourier–Laplace transform of equation (32).

We have concentrated in this section on the HMF case for the sake of simplicity; see appendix C for some comments on the case of general potentials.

3. Analytic continuation

To express the dispersion relation in a compact form, we introduce one more time some notation:

\[ F_{xc}(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{mf_0^f(J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \bar{c}_{m,\alpha}(J_\alpha) \cos \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha, \]
\[ F_{sc}(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{mf_0^f(J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \bar{s}_{m,\alpha}(J_\alpha) \cos \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha, \]
\[ F_{zs}(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{mf_0^f(J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \bar{c}_{m,\alpha}(J_\alpha) \sin \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha, \]
\[ F_{ss}(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{mf_0^f(J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \bar{s}_{m,\alpha}(J_\alpha) \sin \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha, \]

and

\[ G_c(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{g_\alpha(m, J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \cos \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha, \]
\[ G_s(\omega) = \frac{1}{2\pi} \sum_m \sum_\alpha \int \int \frac{g_\alpha(m, J_\alpha)}{m\Omega_\alpha(J_\alpha) - \omega} \sin \theta_\alpha e^{im\omega} \, dw_\alpha \, dJ_\alpha. \]

Using this notation, the two equations (28) are expressed in the following matrix form:

\[
\begin{pmatrix}
1 + F_{xc}(\omega) & F_{zs}(\omega) \\
F_{zs}(\omega) & 1 + F_{ss}(\omega)
\end{pmatrix}
\begin{pmatrix}
\Sigma_C(\omega) \\
\Sigma_S(\omega)
\end{pmatrix}
= \begin{pmatrix}
G_c(\omega) \\
G_s(\omega)
\end{pmatrix}.
\]

(30)

This matrix equation is actually diagonal, as can be shown using the relations for the \( c_m \) and \( s_m \) functions (B.10) and (B.11); see appendix B. Indeed, in region \( V_2 \), the products \( c_m s_m \) and \( s_m c_m \) vanish thanks to (B.11); and the contributions to \( F_{zs} \) and \( F_{sc} \) coming from regions \( V_1 \) and \( V_3 \) cancel one another thanks to (B.10). Thus \( F_{zs}(\omega) = F_{sc}(\omega) = 0 \).

The dispersion relation is given by \( \epsilon(\omega) = 0 \), with the dispersion function

\[ \epsilon(\omega) = [(1 + F_{xc}(\omega))][1 + F_{ss}(\omega)]. \]

(31)

Hence the perturbation’s potential is

\[ \phi_{1,\alpha}(m, J_\alpha, \omega) = -\frac{G_c(\omega)}{1 + F_{xc}(\omega)} \bar{c}_{m,\alpha}(J_\alpha) - \frac{G_s(\omega)}{1 + F_{ss}(\omega)} \bar{s}_{m,\alpha}(J_\alpha). \]

(32)

The time evolution of \( \phi_1 \) is given by the inverse Fourier–Laplace transform of equation (32).

To solve the initial value problem for the perturbation \( f_1 \), or the perturbation potential \( \phi_1 \), we need to perform the inverse Laplace transform (21) on \( f_1 \), or \( \Sigma_C \) and \( \Sigma_S \). For this purpose, it is useful to deform the Bromwich contour \( \Gamma \), and to study the singularities of the integrand, or rather of its analytic continuation, in the complex \( \omega \)-plane. From equation (32), we see that these singularities may come from singularities in the \( F_{xc}, F_{zs}, G_c \) or \( G_s \), or from roots of \( \epsilon(\omega) \). From the analogy with Landau damping around
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homogeneous stationary states, one would expect these roots of \( \epsilon(\omega) \) to give damped and oscillating contributions to the time evolution of perturbations, when the reference state is stable. However, other singularities of \( \epsilon(\omega) \) may contribute to this time evolution; thus in the following, we will also investigate the singularities of \( \epsilon(\omega) \).

The Fourier–Laplace transformation \( f_{1,\alpha}(m, J_\alpha, \omega) \), and hence the dispersion function \( \epsilon(\omega) \), are defined for positive and large enough \( \text{Im}(\omega) \). The continuation of \( \epsilon(\omega) \) to the lower half-plane requires the continuation of functions such as

\[
F_{cc}^{(m)}(\omega) = \frac{1}{2\pi} \sum_\alpha \int \int_{V_\alpha} \frac{m f_{0,\alpha}(J_\alpha)}{m \Omega_\alpha(J_\alpha) - \omega} \bar{c}_{m,\alpha}(J_\alpha) \cos \theta_\alpha e^{im\omega a} \, dw_\alpha \, dJ_\alpha. \tag{33}
\]

The other integrals entering in \( \epsilon(\omega) \) are similar, and hence we concentrate now on \( F_{cc}^{(m)}(\omega) \). We separately consider the integrals for different regions \( V_\alpha \), and introduce

\[
F_{cc,\alpha}^{(m)}(\omega) = \frac{1}{2\pi} \int \int_{V_\alpha} \frac{m f_{0,\alpha}(J_\alpha)}{m \Omega_\alpha(J_\alpha) - \omega} \tilde{c}_{m,\alpha}(J_\alpha) \cos \theta_\alpha e^{im\omega a} \, dw_\alpha \, dJ_\alpha
\]

where

\[
J_1^{(0)} = J_3^{(0)} = 4\sqrt{M_0/\pi}, \quad J_1^{(1)} = J_3^{(1)} = +\infty, \quad J_2^{(0)} = 0, \quad J_2^{(1)} = 8\sqrt{M_0/\pi}.
\]

The \( F_{cc,\alpha}^{(m)}(\omega) \) are naturally defined by formula (34) for \( \text{Im}(\omega) > 0 \). We need to define \( F_{cc,\alpha}^{(m)}(\omega) \) for \( \text{Im}(\omega) \leq 0 \). When \( \omega \) crosses the real axis, real roots of the equations \( m \Omega_\alpha(J_\alpha) - \omega = 0 \) create singularities. These singularities have to be dealt with using the usual Landau prescription: when the root \( J_{\alpha,r} \) of the equation \( \Omega_\alpha(J_{\alpha,r}) = \omega/m \) crosses the integration path, one takes the corresponding residue contribution. This procedure allows the analytic continuation of \( F_{cc,\alpha}^{(m)}(\omega) \) in the lower half-plane.

However, the continued dispersion function \( \epsilon(\omega) \) has an infinite number of branch point singularities in the \( \omega \)-plane. To see this, consider \( \omega_1 \) in the upper half-plane, \( \omega_2 \) in the lower half-plane, and a path in the \( \omega \)-plane going from \( \omega_1 \) to \( \omega_2 \). Some examples of paths are shown in figure 3 for \( \alpha = 2 \) with corresponding paths on the \( J_2 \)-plane. The number of times that the corresponding path crosses the integration path on the \( J_2 \)-plane, and the orientation with which it crosses (from upper to lower half-plane, or from lower to upper half-plane) depends on the path which is chosen between \( \omega_1 \) and \( \omega_2 \). Consequently, the value of \( F_{cc,2}^{(m)}(\omega) \) depends on the choice of a continuation path, and each \( \omega = m \omega_0 \), where \( \omega_0 = \lim_{J_2 \to +0} \Omega_2(J_2) \) and \( m \in \mathbb{Z} \), is a branch point of logarithmic type. See appendix D for more detailed explanations of the type of singularity. Because of these logarithmic branch points, we need an infinite number of Riemann sheets in \( \omega \) to completely describe the dispersion function \( \epsilon(\omega) \). The singularity structure of \( F_{cc,2}^{(m)}(\omega) \) is illustrated in figure 4, where two choices for the branch cuts are given.

The previous reasoning shows that \( F_{cc,\alpha}^{(m)}(\omega) \) has branch point singularities at the lower and upper boundaries of the range of the function \( m \Omega_\alpha(J_\alpha) \). The ranges of \( \Omega_1 \) and of \( \Omega_3 \) are \((0, +\infty)\), and the only branch point is hence at \( \omega = 0 \) for \( F_{cc,1}^{(m)}(\omega) \) and \( F_{cc,3}^{(m)}(\omega) \). The range of \( \Omega_2 \) is \((0, \omega_0)\), and there are two branch points at \( \omega = 0 \) and \( m \omega_0 \) for \( F_{cc,2}^{(m)}(\omega) \). With similar arguments, one may show that there are branch points also at
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Figure 3. Examples of continuation paths from $\omega_1$ to $\omega_2$ on the $m\Omega_2(J_2)$-plane (right panel), and corresponding paths on the $J_2$-plane (left panel). The thick lines represent the interval of integration and its image under $m\Omega_2$. $J = 0$ and $J_2^{(1)}$ go to $m\Omega_2(0) = m\omega_0$ and 0 respectively under the mapping $m\Omega_2(J_2)$. This picture is for $m > 0$.

Figure 4. Two choices of branch cuts on the $\omega$-plane for obtaining the analytic continuation of $F_{cc,2}^{(m)}(\omega)$ for the lower half of the $\omega$-plane. Each column represents a part of the Riemann surface of $\omega$, for the logarithmic branch point $m\omega_0$. The three paths shown in figure 3 bring a point on the upper half-plane to three points on different Riemann sheets. The value of $F_{cc,2}^{(m)}(\omega)$ at each of the three points is independent of the choice of the branch cuts.
the \( \omega \) corresponding to stationary points of the frequency, that is points \( \omega_c = m \Omega_\alpha(J_{\alpha,c}) \), such that \( (d\Omega_\alpha/dJ_\alpha)(J_{\alpha,c}) = 0 \). We will not have to deal with this case in the following, since no such real stationary points exist in the HMF model, as shown on figure 2.

4. Examples; comparison with \( N \)-body simulations

In this section, we compare the analytical results with dynamical simulations of \( N \) particles governed by the canonical equations of motion derived from Hamiltonian (1) for two families of stationary states. The dynamics of a perturbation \( f_{1,\alpha} \) is theoretically obtained by the inverse Laplace transformation of \( \hat{f}_{1,\alpha} \). For instance, each root of \( \epsilon(\omega) \) gives an exponential contribution, and one may expect branch cuts to give algebraic contributions [30]. For simplicity, we focus on the contribution from the root of \( \epsilon(\omega) \) whose imaginary part is the largest. The resulting exponential behavior cannot explain the dynamics of \( f_{1,\alpha} \) perfectly, since it neglects the contributions from other roots and from branch cuts. However, in spite of this simplification, the root with the largest imaginary part captures some features of the growing or damping rates and frequency.

As explained in the introduction, the Vlasov dynamics approximates the \( N \)-particle dynamics; more precisely, they stay close to one other over a timescale \( t_v(N) \) which diverges with \( N \) [1, 2] (the ‘closeness’ of these two dynamics may be defined in a rigorous manner). On the basis of [35] and the discussion in [36], we expect the timescale \( t_v \) to grow logarithmically with \( N \) when the initial conditions are close to an unstable stationary state of the Vlasov equation, and to grow at least algebraically with \( N \) when the initial conditions are close to a stable stationary state of the Vlasov equation. The Vlasov dynamics does not depend on \( N \), and hence we can check that \( N \) is large enough for the Vlasov approximation to be valid by observing that the \( N \)-particle dynamics is independent of \( N \) over the timescale considered.

4.1. The water-bag stationary state

We consider first water-bag stationary states, which have a constant density in phase space up to a certain action, or energy, and a zero density beyond. The precise definition is as follows:

\[
\begin{align*}
    f_0(\theta, p) &= \begin{cases} 
    \eta_0 & \text{if } h_0(\theta, p) \leq E^*, \\
    0 & \text{if } h_0(\theta, p) > E^*,
    \end{cases}
\end{align*}
\]  

(35)

where \( \eta_0 \) is determined by the normalization condition

\[
\int \int f_0(\theta, p) \, d\theta \, dp = 1.
\]  

(36)

Note that \( f_0 \) determines the magnetization \( M_0 \), and that the energy \( E^* \) depends on \( M_0 \). Thus \( M_0 \) must obey a consistency equation. As a result, there exists a unique water-bag distribution such as (35) for each \( M_0 \in [0, 1] \). It is important to note that \( E^* \) may be larger or smaller than the separatrix energy; this means the water-bag may be included inside the separatrix or not. We find that for \( M_0 > M_0^{(s)} \approx 0.33 \), the water-bag is included inside the separatrix; for \( M_0 < M_0^{(s)} \), it is not. We study in this section this one parameter family of distributions, computing the dispersion relation (31) and looking for
roots. Note that inhomogeneous water-bag solutions for an HMF model with anisotropy have been considered in [36]. In this reference, their stability is investigated, using a different method. The stability of water-bag distributions has also been investigated in the context of beam physics, where they are called Kapchinsky–Vladimirsy distributions; see for instance [37] and [38], where the stability is studied computing the evolution of moments of the distribution function.

Contrary to what happens with more general $f_0$, the integration over $J$ does not create any singularity for $\omega \in \mathbb{R}$, thanks to the $\delta$ function included in $f'_0$. It results in a function $\epsilon(\omega)$ which only has poles for $\omega \in \mathbb{Z}_{\Omega^{\alpha}}(J^*_\alpha)$, where $J^*_\alpha$ is the action corresponding to $E^*$ with a suitable choice of $\alpha$. Thus, the analytic continuation of the dispersion relation to the lower half of the $\omega$-plane does not contain any branch cut singularity.

Solving $\epsilon(\omega) = 0$, varying the magnetization $M_0$ of the water-bag, we find that there exists a critical magnetization $M_0^{(c)} \simeq 0.37$ such that:

- for $M_0 < M_0^{(c)}$, the initial distribution is exponentially unstable: in this case, there exists at least one purely imaginary root of $\epsilon(\omega) = 0$, with positive imaginary part, that we call $\gamma(M_0)$;
- for $M_0 > M_0^{(c)}$, it is marginally stable: there exists in this case a discrete countable infinite number of real roots of $\epsilon(\omega) = 0$, $\omega_n = \omega_{n,r} + i\omega_{n,i}$, with $\omega_{n,i} = 0$; we name as $\omega_{1,r}(M_0)$ the smallest of these frequencies.

These features are not unexpected: it is known that homogeneous stationary states of the Vlasov equation with compact support in velocity may sustain undamped oscillating discrete modes (see [39] for examples with the HMF model). The same type of phenomenon occurs for 1D self-gravitating systems [16]–[18], and vortices (see for instance [21]). We have shown that such undamped modes exist in the case of inhomogeneous water-bag stationary states of the Vlasov equation. More surprising is the behavior of the growing rate $\gamma(M_0)$: it has a complicated behavior around $M_0 = M_0^{(s)}$; see figure 5.

We have performed direct $N$-body numerical simulations, adding a small perturbation to the initial phase space distribution (35):

$$f(\theta, p, t = 0) = \begin{cases} \eta'_0 & \text{if } h_0(\theta, p) \leq E^*(1 + a \cos \theta), \\ 0 & \text{if } h_0(\theta, p) > E^*(1 + a \cos \theta), \end{cases}$$

where $\eta'_0$ is determined by the normalization condition (36). In the unstable case, $M(t)$ rapidly grows as shown in figure 6. There is no dependence on $N$, and hence the Vlasov approximation is valid in this short time region, although the agreement between $N = 10^6$ and $10^7$ becomes worse as $M_0$ decreases. We fit the evolution of $M(t)$ with a pure exponential, and extract a growing rate; it is in qualitative agreement with the analytically computed growing rate $\gamma(M_0)$, except around $M_0^{(s)}$. We remark that $M(t)$ is not simply exponential. The quantitative agreement is hence not very good, as shown in figure 5. In the stable case, the numerically computed $M(t)$ is oscillating and shows no sign of damping, in agreement with the theory; the fitted frequency is very close to the analytically computed $\omega_{1}(M_0)$ as reported in figure 7. In this stable case also, the temporal evolutions of $M(t)$ for $N = 10^6$ and $10^7$ coincide up to $t = 50$, except when $M_0$ is close to the critical value $M_0^{(c)}$; the frequency has no dependence on $N$.  
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Figure 5. Growing rates for an unstable inhomogeneous water-bag background. The red line represents $\gamma(M_0)$, labeled as theory. Green points are estimations of the growing rates by N-body simulations for 10 realizations at each value of $M_0$, and the big blue crosses are the averages over the 10 realizations. The perturbation amplitude $a$ (see (37)) is chosen as $a = 0.01$ for $M_0 < 0.15$ and $a = 0.001$ otherwise. The inset is a magnification around $M_0(s)$. Green points are averages over 40 realizations, and error bars represent the standard deviations. There is no signature of the dip at $M_0(s)$ which is predicted by the theory.

Figure 6. Temporal evolution of $M(t)$ for an unstable water-bag, and estimation of the growing rate. $M_0 = 0.33$. $a = 0.001$. $N = 10^6$ and $10^7$. 
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4.2. Thermal equilibrium

We turn now to stationary states corresponding to thermal equilibria, parameterized by the temperature \( T = 1/\beta \):

\[
f_0(\theta, p) = \mathcal{N} e^{-\beta (p^2/2 - M_0 \cos \theta)} \tag{38}
\]

where \( \mathcal{N} \) is the normalization and the magnetization \( M_0(T) \) is solution to the consistency equation. The thermodynamical equilibrium state of the HMF is inhomogeneous (that is \( M_0 \neq 0 \)) as soon as \( T < 0.5 \) [34].

For such an initial distribution, the general results of section 3 concerning the analytical continuation of \( \epsilon(\omega) \) apply. To fully describe the behavior of the magnetization \( M(t) \) one would in principle need to compute the inverse Laplace transform of \( \Sigma_C \) and \( \Sigma_S \) computed from (30). This usually requires the deformation of the Bromwich contour in the complex \( \omega \)-plane. One may expect a contribution to the function \( M(t) \) from the generalization of the ‘Landau poles’, that is the roots of \( \epsilon(\omega) \). However, because of the complicated analytic structure of the integrand, a careful analysis of the inverse Laplace transform is needed, which is beyond the scope of the present paper. In the following, we will identify the roots of \( \epsilon(\omega) \), pick out \( \omega_L(T) \), the root with the largest imaginary part, and see whether this root gives hints for understanding the \( N \)-body numerical simulations. The initial distribution \( f_0 \) is stable for \( T < 0.5 \), and hence all such roots are in the lower half of the \( \omega \)-plane. We stress that in principle, we cannot expect a perfect agreement between the numerical \( M(t) \) and the contribution of \( \omega_L(T) \). To look for roots of \( \epsilon(\omega) \), we
have explored several choices of analytic continuation, or equivalently several Riemann sheets.

Three choices of branch cuts are sketched in figure 8. The numerical procedure for computing the dispersion relation, performing its analytical continuation and finding its roots is detailed in appendix E with an example of level curves for $|\epsilon(\omega)|$. It turns out that two different roots of $\epsilon(\omega)$ have the same imaginary part for $T \simeq 0.4$ and switching of $\omega_L(T)$ occurs. This is the origin of the non-monotonic and non-differentiable behavior of $-\text{Im}(\omega_L)$, and the jump in $\text{Re}(\omega_L)$ visible in figures 10 and 11.

We have performed the $N$-body simulations using the following perturbed thermal equilibrium initial distribution:

$$f(\theta, p, t = 0) = N_a e^{-\beta (p^2/2 - M_0 \cos \theta)} (1 + a \cos \theta).$$

(39)

A typical temporal evolution of $M(t)$ is shown in figure 9; $M(t)$ has no dependence on $N$, although the agreement between $N = 10^7$ and $5 \times 10^7$ deteriorates as $T$ increases. $M(t)$
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Figure 10. Estimated damping rate as a function of $T$. The red line represents $-\text{Im}(\omega_L)$, labeled as theory. In N-body simulations, for each value of $T$, the damping rates are estimated for 20 realizations, and their average and standard deviation are reported by a point and the error bar around it respectively. The symbols for first and second peaks represent the rate estimated by using the first and second peaks of $M(t)$ respectively. $N = 10^7$.

shows a damped oscillation, which is assumed as to be in the form of

\[ M(t) = A + B e^{-\lambda t} \cos \nu t. \]  

(40)

We assumed that $M(t)$ has a maximum at $t = 0$ from the given perturbation.

We perform the following procedure to estimate the values of $A, B, \lambda$ and $\nu$ for each orbit. $M(t)$ relaxes to the equilibrium value, and $A$ is computed by time averaging in the interval $20 < t \leq 50$. The initial amplitude of oscillation $B$ is computed as $M(0) - A$. To estimate $\lambda$ and $\nu$, we pick out the peaks $M(t_j)$, where $t_j$ is the time at which $M(t)$ has its $j$th peak, with the zeroth peak defined as the peak at $t = 0$. For the $j$th peak, we can estimate $\nu = 2\pi/t_j$ and $\lambda = \ln((M(0) - A)/(M(t_j) - A))/t_j$. The values of $\lambda$ and $\nu$ which should be compared to $-\text{Im}(\omega_L)$ and $\text{Re}(\omega_L)$ are reported in figures 10 and 11 respectively; each figure shows the values estimated from the first and second peaks.

To be precise, the assumption (40) is not valid since the values of $\lambda$ and $\mu$ change if we change the choice of the peak. This means that the damping is indeed not simply exponential, and that the Landau pole $\omega_L$ does not provide a complete description of the damped oscillation. However, the Landau pole $\omega_L$ seems to capture the tendencies of the dependence on $T$, including around $T = 0.4$.

5. Discussion and conclusion

We have studied the linearized Vlasov equation around an inhomogeneous stationary state, and computed the associated dispersion function $\epsilon(\omega)$. We have shown that $\epsilon(\omega)$ generically has an infinite number of branch points associated with logarithmic
Figure 11. The same as figure 10, but where the estimated value is the frequency. The red discontinuous line represents Re($\omega_L$), labeled as theory. Note the jump around $T = 0.4$.

singularities, and thus an infinite number of possible analytic continuations in the lower half-plane. Although we have studied here the HMF model, it is safe to conjecture that the singularity structure that we have found for the dispersion function $\epsilon(\omega)$ does not depend on the precise model, at least in 1D. Indeed, the branch points come from the existence of lower or upper bounds for the range of the frequency $\Omega$. These singularities make the situation much more complicated in the inhomogeneous case than in the usual homogeneous one. We note however that, to our knowledge, these branch cuts have not been exploited or pointed out in the literature on stellar systems (see for instance [14, 41]); their existence is likely, and the question of their possible relevance is open.

We have studied in detail two special classes of inhomogeneous stationary states: the water-bags and the thermal equilibria. The comparison between direct $N$-body numerical simulations and the roots of the dispersion relation $\epsilon(\omega) = 0$ is satisfactory for water-bags, but we note that water-bags are very special distributions, for which $\epsilon$ does not present branch cuts. For thermal equilibria, although the analysis of the roots of $\epsilon(\omega) = 0$ gives useful hints for understanding the dynamics of the system, we find qualitative discrepancies with a simple ‘Landau-like’ damping. This feature was to be expected, given the complicated analytical structure of $\epsilon(\omega)$.

This study leaves open several questions: Is it possible to understand better the long time behavior of the linearized Vlasov equation by taking into account all contributions in the inverse Laplace transform, in the spirit of [30]? When the damping is very weak, is there a phenomenon analogous to the ‘quasimodes’ in hydrodynamics [21]? This question necessitates a study of the eigenfunctions of the problem, for stationary states other than water-bags and thermal equilibria. When the damping is weak enough and the perturbation strong enough, is there a phenomenon similar to nonlinear Landau damping [7]?
Finally, we stress the following technical point: we have shown that the linearized Vlasov equation is particularly simple for the HMF model, since the final matrix equation is diagonal. This may make the HMF model particularly well suited for developing, and testing in numerical experiments, a kinetic theory including all collective effects, thus going beyond that of [4].
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Appendix A. Elliptic integrals and elliptic functions

We review the definitions and features of the Legendre elliptic integrals and the Jacobian elliptic functions, which are used to introduce angle–action variables in the pendulum system.

The Legendre elliptic integrals of the first and second kinds are defined by

\[
F(\phi, k) = \int_0^\phi \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}, \quad E(\phi, k) = \int_0^\phi \sqrt{1 - k^2 \sin^2 \theta} \, d\theta \quad (A.1)
\]

respectively. Both the first kind and the second kind are odd with respect to \( \phi \). The complete elliptic integrals of the first and second kinds are defined by setting \( \phi = \pi/2 \) as

\[
K(k) = F(\pi/2, k), \quad E(k) = E(\pi/2, k) \quad (A.2)
\]

respectively. We remark that \( K(0) = E(0) = \pi/2, E(1) = 1 \) and \( K(1) \) diverges.

The Jacobian elliptic function \( sn \) is defined as the function such that

\[
\text{sn}(F(\phi, k), k) = \sin \phi. \quad (A.3)
\]

Other Jacobian elliptic functions \( cn \) and \( dn \) are defined from \( sn \) as

\[
\text{cn}(z, k) = \sqrt{1 - \text{sn}^2(z, k)}, \quad \text{dn}(z, k) = \sqrt{1 - k^2 \text{sn}^2(z, k)}, \quad (A.4)
\]

where the branches of the square root are chosen such that \( \text{cn}(0, k) = 1 \) and \( \text{dn}(0, k) = 1 \).

Appendix B. Angle–action variables for the pendulum

With the choice of the potential phase \( \psi = 0 \) the potential \( \phi[f_0](\theta, t) \) (5) is rewritten as

\[
\phi[f_0](\theta, t) = -M_0 \cos \theta,
\]

where \( M_0 \) is the magnetization of the stationary state \( f_0 \), which depends only on the one-particle energy (8). The one-particle Hamiltonian (8) is hence the same as that of the
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We introduce angle–action variables \((w, J)\) in the pendulum system.

The action \(J\) is generally defined by

\[
J = \frac{1}{2\pi} \oint p \, d\theta,
\]

(B.2)

where the momentum \(p\) is a function of \(\theta\) and energy \(h\):

\[
p = \pm \sqrt{2(h + M_0 \cos \theta)}.
\]

(B.1)

Performing the integration of (B.2), the action variable \(J_\alpha\) defined in \(U_\alpha\) is expressed as

\[
J_1 = \frac{4\sqrt{M_0}}{\pi} E(1/k), \quad (\theta, p) \in U_1
\]

\[
J_2 = \frac{8\sqrt{M_0}}{\pi} [E(k) - (1 - k^2)K(k)], \quad (\theta, p) \in U_2
\]

\[
J_3 = \frac{4\sqrt{M_0}}{\pi} E(1/k), \quad (\theta, p) \in U_3
\]

(B.3)

where \(K(k)\) and \(E(k)\) are the complete elliptic integrals of the first and second kinds respectively, and

\[
k = \sqrt{\frac{h + M_0}{2M_0}}.
\]

The angle variable \(w\) is obtained through a generator \(W(\theta, J)\) of the canonical transformation \((\theta, p) \mapsto (w, J)\) as

\[
w = \frac{\partial W}{\partial J}(\theta, J).
\]

(B.4)

We define the generator as

\[
W(\theta, J) = \int p(q, J) \, dq;
\]

(B.5)

then the angle variable \(w_\alpha\) defined in \(U_\alpha\) is written as

\[
w_1 = \pi \frac{F(\theta/2, 1/k)}{K(1/k)} \quad (\theta, p) \in U_1
\]

\[
w_2 = \begin{cases} 
\pi \frac{F(\Theta, k)}{2K(k)} & (\theta, p) \in U_2, \quad p \geq 0 \\
\pi \frac{2 - \frac{F(\Theta, k)}{K(k)}}{2} & (\theta, p) \in U_2, \quad p < 0
\end{cases}
\]

(B.6)

\[
w_3 = -\pi \frac{F(\theta/2, 1/k)}{K(1/k)} \quad (\theta, p) \in U_3,
\]

where \(\Theta\) satisfies \(k \sin \Theta = \sin(\theta/2)\). We defined \(w_2\) to be continuous at the turning point \(w_2 = \pi/2\). Accordingly the range of the angle variable is \(-\pi < w_\alpha \leq \pi\) for \(\alpha = 1, 3\) and \(-\pi/2 < w_2 \leq 3\pi/2\).
Summarizing, we have introduced bijective transformations \( \varphi_\alpha : U_\alpha \to V_\alpha \) where
\[
V_1 = (-\pi, \pi] \times (4\sqrt{M_0/\pi}, \infty), \\
V_2 = (-\pi/2, 3\pi/2] \times (0, 8\sqrt{M_0/\pi}), \\
V_3 = (-\pi, \pi] \times (4\sqrt{M_0/\pi}, \infty).
\] (B.7)

These bijective transformations \( \varphi_\alpha \) are canonical transformations from \((\theta, p)\) to \((w_\alpha, J_\alpha)\), and hence \(d\theta \wedge dp = dw_\alpha \wedge dJ_\alpha\) holds.

The pendulum is integrable and hence the Hamiltonian \( H(\theta, p) \) is a function of the action only, written as \( H_\alpha(J_\alpha) \). The pendulum oscillates in \( U_2 \) and rotates in \( U_1 \) and \( U_3 \), and its frequency \( \Omega_\alpha(J_\alpha) \) is obtained by
\[
\Omega_\alpha(J_\alpha) = \frac{dH_\alpha}{dJ_\alpha}(J_\alpha).
\] (B.8)

The frequency \( \Omega_\alpha(J_\alpha) \) defined in \( U_\alpha \) is computed as
\[
\Omega_1(J_1) = \frac{\pi \sqrt{M_0 k}}{K(1/k)} \quad (\theta, p) \in U_1, \\
\Omega_2(J_2) = \frac{\pi \sqrt{M_0}}{2K(k)} \quad (\theta, p) \in U_2, \\
\Omega_3(J_3) = \frac{\pi \sqrt{M_0 k}}{K(1/k)} \quad (\theta, p) \in U_3.
\] (B.9)

Using the symmetries in the definition of the action–angle variables, it is easy to prove the following relations for the \( c_{m,\alpha} \) and \( s_{m,\alpha} \) functions defined in (24):
\[
c_{m,3}(J) = c_{m,1}(J); \quad s_{m,3}(J) = -s_{m,1}(J), \quad c_{m,2}(J) = 0 \quad \text{if } m \text{ odd}; \quad s_{m,2}(J) = 0 \quad \text{if } m \text{ even}.
\] (B.10)

The final remark concerns the continuity of the angle–action variables. For instance, the limits of \( J_\alpha \) at the separatrix do not coincide:
\[
\lim_{h \to h^{(s)} - 0} J_2 = 2 \lim_{h \to h^{(s)} + 0} J_1 = 2 \lim_{h \to h^{(s)} + 0} J_3,
\]
with \( h^{(s)} \) the separatrix energy; the limit \( h \to h^{(s)} \pm 0 \) is the same as the limit \( k \to 1 \pm 0 \).

Appendix C. General potentials

The computations in section 2 are made easier by the special form of the HMF potential: the two-body interaction contains only one (complex) Fourier mode. As a consequence, the matrix equation (30) yielding the perturbation’s potential is of size 2.
As a generic interaction potential with periodic boundary condition contains an infinite number of Fourier modes, the dispersion relation will appear as the determinant of an infinite-size matrix, and the perturbation’s potential will be solution of an infinite-size matrix equation. In the HMF case, this matrix is actually diagonal. It is important to know whether this is a generic property or not.

The coefficients of the infinite matrix will contain the generalizations of the $c_m$ and $s_m$ functions:

$$c_{m,n}(J) = \int \cos(n\theta(w,J)) e^{imw} dw; \quad s_{m,n}(J) = \int \sin(n\theta(w,J)) e^{imw} dw,$$

(C.1)

where $w$ and $J$ are the angle and action variables in the potential defined by the stationary state. Provided that this stationary state is symmetric under the reflexion $\theta \rightarrow -\theta$, it is easy to show that the $c_{m,n}$s and $s_{m,n}$s enjoy properties similar to (B.10) and (B.11). However, there is no reason that the non-diagonal terms of the matrix expression of the following type:

$$F_{\bar{c}c,mn'} = \sum_m \int m f_0(J) \frac{m f_0(J)}{m \Omega(J) - \omega} c_{m,n}(J) c_{m,n'}(J) dJ$$

(C.2)

should vanish. The case of HMF is thus particularly simple.

We have considered until now only periodic potentials. For non-periodic potentials, one can no longer use the Fourier basis to expand the functions of the spatial variable. The trick is to use a doubly orthogonal family of functions to expand $\phi_1$ and $\rho_1 = \int f_1 d\rho$. The dispersion relation is then obtained in a very similar way; see for instance [13].

Appendix D. Singularity of $F_{\bar{c}c}$ and $F_{ss}$ around $\omega = m\omega_0$

To describe the singularity of $F^{(m)}_{\bar{c}c,2}(\omega)$ and $F^{(m)}_{ss,2}(\omega)$ at $\omega = m\omega_0$, we consider the following integral:

$$\varphi(\omega) = \int_a^b \frac{g(J)}{h(J) - \omega} dJ$$

(D.1)

and suppose that the function $h(J)$ has no stationary point, and that its range is $[\alpha, \beta]$ where $\alpha = h(b)$ and $\beta = h(a)$. This setting covers the situation that we are interested in, with $g(J) = f'_0(J) |c_{m,2}(J)|^2$, and $h(J) = m \Omega_2(J)$. A change of variable $p = h(J)$ yields

$$\varphi(\omega) = -\int_\alpha^\beta \frac{g(h^{-1}(p))(h^{-1})'(p)}{p - \omega} dp = -\int_\alpha^\beta \frac{\dot{g}(p)}{p - \omega} dp$$

(D.2)

where $\dot{g}(p) = g(h^{-1}(p))(h^{-1})'(p)$. We are interested in the singularity of $\varphi(\omega)$ near $\omega = \beta$.

Suppose that $\varphi(\omega)$ is defined for $\text{Im}(\omega) > 0$, and we want to perform the analytic continuation of $\varphi(\omega)$ to the whole $\omega$-plane. Let $r, \theta_1$ and $\theta_2$ be real, with $0 < r < \beta - \alpha$. We move from $\omega_1 = \beta - re^{i\theta_1}$ with $\theta_1 > 0$ (so that $\omega_1$ is in the upper half-plane) to $\omega_2 = \beta - re^{i\theta_2}$ with $\theta_2 < 0$ (in the lower half-plane), using one of the paths represented in figure 3. These paths are parameterized by $s \in [0, 1]$: $L_0 : \theta(s) = (1 - s)\theta_1 + s\theta_2 \quad L_1 : \theta(s) = (1 - s)\theta_1 + s(\theta_2 + 2\pi) \quad L_2 : \theta(s) = (1 - s)\theta_1 + s(\theta_2 + 4\pi)$.
The path $L_1$ does not cross the integration interval, so no residue contribution appears. The path $L_0$ crosses the integration interval once from the upper to the lower side, and hence the residue of the singular point, $\omega = \beta - re^{-i\beta}$, positively contributes to $\varphi(\omega)$. The path $L_2$ crosses the integration interval once from the lower to the upper side, so the residue negatively contributes to $\varphi(\omega)$.

One may of course consider similarly other paths, and hence the analytic continuation gives

$$\varphi(\omega; n) = -P \int_{\alpha}^{\beta} \frac{\tilde{g}(p)}{p - \omega} \, dp + 2\pi i(1 - n)\tilde{g}(\omega)$$

where $P$ represents the principal value, and $n$ the path chosen:

$$L_n : \theta(s) = (1 - s)\theta_1 + s(\theta_2 + 2\pi n).$$

Consequently, the branch point $\omega = \beta$ has a logarithmic type singularity. We remark that the singularity comes from the existence of the upper boundary of the range of $h(J)$.

Now, to describe more precisely the singularity, we expand $\tilde{g}$ around $p = \beta$ as

$$\tilde{g}(p) = c(p - \beta)^n,$$

with $n$ an integer. Then it is easy to check by direct integration that $\varphi(\omega)$ has a branch point for $\omega = \beta$, and that the singularity is of the type $\varphi(\omega) = (\omega - \beta)^n \ln(\omega - \beta)$.

To apply the previous result to $F^{(m)}_{cc,2}(\omega)$ and $F^{(m)}_{ss,2}(\omega)$, we need to expand $c_{m,2}(J_2)$ and $s_{m,2}(J_2)$ in powers of $J_2$. For this purpose, we will use the variable $k = \sqrt{(h + M_0)/2M_0}$ rather than $J_2$; close to $k = 0$, we have $J_2 = O(k^2)$. In an abuse of notation, we will keep the same name for the functions $c_{m,2}(k)$ and $s_{m,2}(k)$. We use now the following expressions, obtained from (B.6):

$$c_{m,2}(k) = \int_{-\pi}^{\pi} \left[ 1 - 2k^2 sn^2 \left( \frac{2}{\pi} K(k)w, k \right) \right] e^{imw} \, dw$$

$$s_{m,2}(k) = \int_{-\pi}^{\pi} ksn \left( \frac{2}{\pi} K(k)w, k \right) dn \left( \frac{2}{\pi} K(k)w, k \right) e^{imw} \, dw.$$  

We essentially need to know the Fourier coefficients of the $sn$ and $dn$ functions appearing in the above expressions, which are $2\pi$ periodic functions of $w_2$. These Fourier coefficients are given by the series expansions [40]

$$sn(u, k) = \frac{2\pi}{kK(k)} \sum_{n=0}^{+\infty} \frac{q^{n+1/2}}{1 - q^{2n+1}} \sin \left[ (2n + 1) \frac{\pi u}{2K(k)} \right]$$

$$dn(u, k) = \frac{\pi}{2K(k)} + \frac{2\pi}{K(k)} \sum_{n=0}^{+\infty} \frac{q^n}{1 + q^{2n}} \cos \left[ 2n \frac{\pi u}{2K(k)} \right]$$

where $q(k) = k^2/16 + O(k^4)$. Collecting the various contributions, one finally finds that close to $k = 0$,

$$c_{m,2}(k) = O(k^m) \quad \text{if } m \text{ even;} \quad s_{m,2}(k) = O(k^m) \quad \text{if } m \text{ odd.}$$

Recall that $c_{m,2} = 0$ for odd $m$, and $s_{m,2} = 0$ for even $m$. Now $\lim_{J_2 \to +0} \Omega^c_2(J_2) = -c$, with $c > 0$, and generically $f_0'(J = 0) \neq 0$. Then putting together the previous expressions, we
conclude that

\[ F^{(m)}_{cc,2}(\omega) \sim \text{const} \times (\omega - m\omega_0)^m \ln(\omega - m\omega_0) \quad \text{if } m \text{ even,} \]

\[ F^{(m)}_{ss,2}(\omega) \sim \text{const} \times (\omega - m\omega_0)^m \ln(\omega - m\omega_0) \quad \text{if } m \text{ odd.} \]

In particular the singularity becomes weaker and weaker for increasing \( m \). The singularity at \( \omega = 0 \) is more complicated to analyze. We do not study it in this paper.

### Appendix E. Finding roots of \( \epsilon(\omega) \)

In order to evaluate \( F_{cc} \) and \( F_{ss} \) in (31), we have to compute the integrals in expressions (29) and add the residue contributions. For this latter part, we need to compute complete elliptic integrals and Jacobian elliptic functions in the whole complex plane (these functions appear in the expressions for \( \Omega_{\alpha}, c_{m,\alpha} \) and \( s_{m,\alpha} \)). For this purpose, we use their expressions in terms of theta functions, and refer the reader to [42]–[45].

#### E.1. Pole contributions

We need to find the roots \( J^*_\alpha \) of \( m\Omega_{\alpha}(J_{\alpha}) - \omega \) for all \( m \in \mathbb{Z} \) and \( \omega = \omega_r + i\omega_i \in \mathbb{C} \).

First, for each \( \alpha, m \) and \( \omega \), we are able to show that there is only one quadrant of the \( J \)-plane where one or several roots may exist. This helps with the numerical root finding procedure, and is also important for understanding the sign of the residue contribution to \( F^{(m)}_{cc,\alpha} \) when \( \omega \) crosses the real axis.

Then, we look for the minima of \( |m\Omega_{\alpha}(J_{\alpha}) - \omega| \) which are equal to zero. Numerically, we use the Simplex algorithm of Nelder and Mead, included in the GNU Scientific Library (GSL), with a grid of initial conditions distributed in the candidate quadrant. In all cases and for each \( \alpha \), we find exactly one zero, and all initial conditions of the minimization procedure yield the same result.

The last step is to compute the residue associated with \( J^*_\alpha \), multiplied by \( \pm 2i\pi \), depending on how \( J^*_\alpha \) crosses the real axis when \( \omega \) crosses the real axis (from the upper half-plane to the lower one, or from the lower to the upper one).

Finally, we truncate the sum over \( m \in \mathbb{Z} \) at \( \pm 5 \). Going further did not change the results, up to our numerical precision.

#### E.2. Integral parts of \( F_{cc} \) and \( F_{ss} \)

Apart from finding the residue contributions, the computation of \( F_{cc} \) and \( F_{ss} \) is based mainly on several unidimensional integrations. To perform them we typically used the adaptive integration QAG and QAGIU routines based on Gauss–Kronrod rules included in the GSL library. The first one considers a bounded domain (it is the case in the \( U_2 \) region) whereas the second one integrates over a semi-infinite interval (it is the case in the \( U_1 \) and \( U_3 \) regions).

To avoid any integration problem due to the singularity at the separatrix \( J_s \), we cut the integration domain at a distance \( \epsilon \) from \( J_s \). We choose \( \epsilon \) so that it does not modify the results up to our numerical precision, set to \( 10^{-5} \) for the absolute error and \( 10^{-4} \) for the
relative error. Furthermore, the integrals over $J$ in the $U_1$ and $U_3$ regions are divided into two parts for treating separately the difficulties around $J = 4\sqrt{M_0}/\pi$ and $J = \infty$. For convenience, we also use the variable $k = \sqrt{(E(J) + M_0)/2M_0}$ instead of $J$ to perform the integrations, where $E(J)$ is the energy associated with the action $J$.

Finally, we truncate the sum over $m \in \mathbb{Z}$ at $\pm 5$. Going further did not change the results, up to our numerical precision.
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**Figure E.1.** Level curves of $|\epsilon(\omega)|$ for thermal equilibrium with $T = 0.2$. Vertical dashed black lines represent branch cuts. Regions where roots may exist are indicated by arrows.

**Figure E.2.** Level curves of $\text{Re}(\epsilon(\omega)) = 0$ (straight blue line) and $\text{Im}(\epsilon(\omega)) = 0$ (dotted green line) for thermal equilibrium with $T = 0.2$. Vertical dashed black lines represent branch cuts. Intersections are roots of $\epsilon$ (marked by arrows). There are spurious intersections close to the branch cuts.
E.3. Roots of $\epsilon(\omega)$

Due to the complicated structure of the dispersion function $\epsilon(\omega)$, we do not use any multidimensional root finding or minimization method. Rather, we chose to compute $|\epsilon(\omega)|$ on a large two-dimensional grid, to identify the regions where a root may exist; see figure E.1. After this preliminary computation, we plot the zero-level curves of $\text{Re}(\epsilon(\omega))$ and $\text{Im}(\epsilon(\omega))$. The roots of $\epsilon(\omega)$ are localized at the intersection points of these curves (see figure E.2). Let us stress that a careful analysis close to branch cuts is often needed.

Note added in proof. While we were in the final stage of preparation of this article, reference [46] was published, which provides criteria for the stability of inhomogeneous stationary states of the Vlasov equation, with the example of the HMF model. The method used in [46] yields simpler stability criteria than computing the roots of the dispersion relation. However, it provides less dynamical information than the method used in the present article.
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